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Scope

1 e-Science & Grid applications in Physics, Biology, Astronomy,
Chemistry, Finance, Engineering and Business.

2 Collaborative Technology and Environments

3 Service-Oriented Grid Architectures

4 Problem Solving Environments

5 Application Development Environments

6 Programming Paradigms and Models

7 Resource Management and Scheduling

8 E-science Workflows

9 Sensor Networks and e-Science

10 Virtual Instruments and Data Access Management

11 Grid Economy and Business Models

12 Autonomic and Self-Organizing Grid Networks

13 Security Challenges

14 Software and Social Engineering

15 Virtual eScience Organizations

16 Performance, metrics and measurements
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Selection

166 papers in the Proceedings

1 main track : (60 regular + 23 short + 8 posters) / 160
submitted (37.5% reg. acceptance)
10 workshops : 68 papers (9/10 peer-reviewed)
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Workshops

Innovative and Collaborative Problem Solving Environment
(PSE) in Distributed Resources

Scientific Workflows and Business Workflow Standards in
e-Science

Running Production Grids

Open Grid Forum

Biologically-inspired Optimisation Methods for Parallel and
Distributed Architectures: Algorithms, Systems and
Applications

Collaborative Remote Laboratories

Engineering e-Infrastructures for the Benefits of e-Science

e-Humanities - An Emerging Area of Concern

e-Science in and Beyond the Classroom: Usability,
Practicability and Sensibility HealthGrid
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Main Track

1 session = 4-6 papers.

1 Session on e-Science Applications

3 Sessions on Virtual Organizations

1 Session on Frameworks for e-Science and Resource Discovery

1 Session on Resource Discovery

1 Session on Resource Reservation and Virtual Organizations

1 Session on Resource Reservation

1 Session on Scheduling
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Theme Highlight: Workflow Management Systems

processes based on data dependencies and their control, as
well as to abstract the usage of the required underlying in-
frastructure to help scientists focus on their own research
[1, 12, 2]

In this paper, we discuss how developing workflows sup-
ported by a WMS can improve and even open new ways of
carrying out interactive and explorative experimentation in
a VL. As an example we discuss in detail the process of de-
veloping SigWin-detector, an application in the domain of
bioinformatics.

2. Workflow Management Systems in e-Science

In order to make resources accessible to the related e-
Science communities not only from within the physical lo-
cation but also through the web, the VL-e program has
adopted a (Web) Service Oriented Architecture in combi-
nation with WMSs.

Examples of such WMSs for e-Science applications
specifically aimed at grids can be found in [10, 8, 7, 19, 2].
The aim of these WMSs is to abstract the details of com-
plexity in the underlying infrastructure from the end user.
The users of a WMS need only be concerned with tasks
that are essential to achieve their scientific goals, e.g., defin-
ing original data sets, defining processes that must be per-
formed and the order in which these processes should be
executed.

To obtain insight on how workflow support is provided
by the existing systems, a survey of existing WMSs has
been conducted. Several well-known systems that we re-
viewed include: GridNexus [4], ICENI [8], Kepler [1], Pe-
gasus [5], Taverna [12]. The survey focused on three main
issues: the experiment design stage, specific requirements
for the workflow execution stage (job farming and param-
eter sweep), and result dissemination. A detailed report,
including a series of comparison tables, can be obtained at
the gvlam web site2.

Most of the surveyed systems are under active develop-
ment and new features are frequently added. All systems
evaluated have strong and weak points. For instance: Tav-
erna [12] is a powerful tool to use with Web services and
provides direct access to a wide range of bioinformatics ser-
vices; Kepler [1] is designed to work on standalone com-
puters and has a large library of generic processing compo-
nents that can speed up the design of the application work-
flows; and Pegasus [5] has an advanced provenance mech-
anism. However, the process of creating workflow compo-
nents in most WMSs is similar. Most systems offer means
of wrapping the user’s applications into modules that can
be controlled and linked to each other by the WMS in ques-
tion. The complexity of developing new application spe-

2http://staff.science.uva.nl/˜gvlam/doc/P2/
SWMSRecommendationReport.pdf

cific workflow components is almost the same, regardless
of which WMS is used.

VLAM offers a good starting point for our application.
Firstly, VLAM has native support for developing applica-
tion components in C and C++, as well as modules written
in Java and Python, and it provides a wrapper for legacy bi-
nary applications. Secondly, VLAM provides easy access
to grid computational resources, and offers a unique feature
that allows streaming data between workflow components
running on geographically distributed computing resources
in an efficient and transparent way. Thirdly, VLAM offers
the possibility to modify some of the application parameters
at run time without having to restart the execution. This is
especially interesting if a calibration phase is needed when
some of the application parameters are not known before-
hand and need to be tuned.

3. The VLAM Workflow Framework

The VLAM workflow system has been developed in the
context of the VLAM-G project by the UvA. The VLAM
framework tries to cover the whole life cycle of experimen-
tal scientific applications starting from the design phase to
the dissemination and sharing of knowledge and of the out-
come among a geographically distributed scientific commu-
nity. The user interface of VLAM is composed of a two-
level abstraction workflow, namely: the Process Flow Tem-
plate (PFT) and the concrete workflow composer which rep-
resents the actual execution of the application on the grid
resources [2] (Figure 1).

Figure 1. Architecture of the VLAM frame-
work.

Modules form the basic construction elements of the
VLAM framework. Users build their experiment connect-
ing the output of a module to the input(s) of other modules.
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Most cited: Taverna [2] (web services, bioinformatics services),
Kepler [3] (large library of generic components), Pegasus [4] and
GridFlow (DAGs), GSFL + BPEL4WS (allow iterations, complex).
Survey in [1].

[1 ] Yu, J., Buyya, R.: A Taxonomy of Workflow Management Systems for
Grid Computing, Journ. of Grid Comp., vol 3, pp 171-200, sept 2005.

[2 ] T. Oinn, M. Addis, J. Ferris, D. Marvin, M. Senger, M. Greenwood, T.
Carver, K. Glover, M. R. Pocock, A. Wipat, and P. Li. Taverna: A tool
for the composition and enactment of bioinformatics
workflows.Bioinformatics, 20(17):3045–3054, 2004.

[3 ] I. Altintas, C. Berkley, E. Jaeger, M. Jones, B. Lud ascher, and S.
Mock. Kepler: An extensible system for design and execution of scientific
workflows. In SSDBM, pp 423-424, 2004.

[4 ] E. Deelman, J. Blythe, Y. Gil, C. Kesselman, G. Mehta, S. Patil, M.-H.
Su, K. Vahi, and M. Livny. Pegasus: Mapping scientific workflows onto
the grid. In European Across Grids Conference, pp 11-20, 2004.
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3 Session on Workflows and Knowledge Management

Semantic Composition of Scientific Workflows (e.g. based on
the Petri Nets)
Ontologies (aim to provide Virtual Organizations with a
formalism for describing the domain and its relation with the
Grid resources as well as a knowledge base that would manage
these descriptions.)
Workflow execution scheduling
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Main Track

4 Sessions on Frameworks for e-Science

description language for application coupling, workflow of
applications (see survey on workflows [1]),
data management systems (e.g. Grid Datafarm, Globus RLS,
SRB ...) : data replication in various sites to optimize access
to large datasets and provide fault-tolerance. API provided by
the data management system.
fault-tolerance
facilitating programs development for the Grid : existing
Grid-specific IDE, generic re-usable middleware components
(most cited: P-GRADE, GrADS/VGrADS, GT4IDE, GriDE).
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(also resource provisioning 6= best effort)
Agreement-based resource management. The resource consumer or
a broker enters into a contractual agreement with the resource
provider about the availability of certain resources for a certain
timeframe at a certain cost. Ongoing work in the Grid Resource
Allocation and Agreement Protocol Working Group (GRAAP-WG)
of the GGF on formalizing the mechanisms and protocols for
creating resource agreements.

[1 ] A. Anjomshoaa, F. Brisard, M. Drescher, D. Fellows, A. Ly, S.
McGough, D. Pulsipher, and A. Savva. Job Submission Description
Language (JSDL) Specification v1.0. Global Grid Forum, November
2005. http://www.gridforum.org/documents/GFD.56.pdf.

[2 ] MacLaren, J., Advance Reservations: State of the Art, in Working
Draft, Global Grid Forum at http://www.fz-
juelich.de/zam/RD/coop/ggf/graap/sched-graap-2.0.html.
2003.
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Main Track

1 Session on Resource Reservation and Scheduling

Extending JSDL to integrate contract negotiation about QoS
(”Extending a Resource Broker for Advance Reservation and
Charging”)
Scheduling in the context of resource reservation capability
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